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SENSORY MECHANISM MODELING

1.0 INTRODUCTION

Whether in an aircraft e-
~~ f l ight simulator,  pilots use

information from a variety of sensory mechanisms to deter-
mine their estimate of orientation and motion. An under-
standing of this process and a quantitative model are essen-
tial for development of effective simulator motion cueing
devices. This report describes the development of a multi-
sensory motion and orientation perception model which will
be used to aid in development of current and future motion
simulation techniques.

The model is a potential tool for objectively gauging• the fidelity of simulation strategies and the relative im-
portance of different cueing devices. For example , on a
maneuver by maneuver basis , the model can be used to compare
perceived motions and forces created by an a i rcraf t  with
those created by simulator cueing hardware and drive algor-
ithms. Potential simulator deficiencies may thus be spotted
prior to extensive subjective testing and sources of exist-
ing deficiencies, causing poor pilot performance or com-
plaints that the simulation “doesn ’t feel right,” may be
identified. It is anticipated that the model will eventual-
ly help to address questions concerning the optimum and most
cost effective combinations of platform motion , visual scene
motion , g—seat stimulation , etc.

A previous report (Borah, Young and Curry , 1977) devel-
oped the framework for the modeling effort, including de-
tailed descriptions of individual vestibular , visual , tact-
ile , and proprioceptive system models. This is now review-
ed and further development and exercise of the multi-sensory
model is described. A specific experimental program has
also been suggested to help fi l l  several gaps in the exist-
ing data base.

1.1 Summary

The model employs a linear optimal estimator, in part-
icular, a steady-state Kalman filter, to blend signals from
individual dynamic models of the vestibular , visual , tact-
ile and proprioceptive sensor systems. The resulting time
domain estimate is the model’ s prediction of human motion
and orientation “perception .” Some non—linear effects, such
as the well documented delay in onset of visually induced
motion , require non-linear additions to the “central pro-
cessor.” We have attempted to keep such additions to a

• 
• minimum so as to retain the uniqueness and conceptual appeal

of the linear optimization algorithm.
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The model has been implemented as a computer program
and has predicted some of the important qualitative charac-
teristics of human dynamic spatial orientation under com-
bined wide field visual motion and platform motion. These
responses are described along with suggestions for further
improvements. Model response to tactile and proprioceptive
cues has been tested in a preliminary way and appears to be
quite reasonable, although a more thorough validation of
these components must await additional experimental data.

The initial version of the model represents a passive
• subject with little advance knowledge of the stimulus. Two

parallel approaches are described for model extension to the
active pilot. One approach is to optimize the Kalman filter
about the specific motion spectrum anticipated by the pilot,
while a second technique calls for inclusion of aircraft

• control position as an input to the filter. Preliminary
tests of the former approach are presented.

The modeling effort has underscored the need for
additional data in some areas and a program has been
suggested to fill these gaps. Several specific experiments
are described which would help to validate and extend the
model and which might also be directly applicable to design

• of motion cueing devices and drive algorithms.

1.2 Report Organization

Dynamic models of each individual sensor system and
the structure of the multi-sensory model are reviewed in
section 2.0. Section 3.0 contains a detailed description
of the “internal model” used to derive the linear estimator,
followed by a presentation of model time responses in
section 4.0 and a discussion , in section 5.0, of non-linear

• model additions used to improve these responses. Section
6.0 explores model extension to the active pilot. Addition-
al data requirements and some specific experiments are dis-
cussed in section 7.0.
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2.0 MODEL STRUCTURE

The basic concept of the multi-sensory model is shown
by Figure 2.1. Various sensors respond to the environment
and send signals to the central nervous system or “central
processor.” The central processor blends this information
to form an overall estimate of inertial state.

2.1 Individual Sensor Models

The vestibular sensors located in the non-auditory
labyrinthine structure within each inner ear are the most
thoroughly studied and well defined of the sensory systems
under consideration . The semicircular canals are the
rotation sensing component of the vestibular system and
respond to angular acceleration as would a heavily damped
torsion pendulum with some additional rate sensitivity and

• adaptation (Young and Oman , 1969; Goldberg and Fernandez,
1971; Ormsby, 1974; Young, 1974). For modeling purposes ,
the two sets of canals have been replaced by a single
cyclopian set at the center of the head and are modeled as
shown in Figures 2.2 and 2.3.

The otoliths which form the other component of the
• vestibular system, sense gravito-inertial force much like

accelerometers. As shown in Figure 2.4, they are modeled
as mechanical accelerometers with some additional rate sen-
sitivity presumably due to afferent processing (Young and
4eiry , 1968; Fernandez and Goldberg , 1976). Once again ,
the cyclopian system has been used for modeling purposes
and is assumed to be located at the center of the head (see
Figure 2.2).

It has long been observed that moving visual fields can
induce a sensation of motion such as that sometimes experi-
enced when a neighboring train in a railway station begins
to pull away. It has been shown that visual self-motion
sensation is proportional to the velocity of the back-
ground peripheral vision field up to a saturation level
and that the effectiveness of the stimulus is related to the
spatial frequency, contrast and resolution of elements in
the field (Brandt, et al. 1973; Brandt, et al. 1975; Berthoz
et al. 1975; Held , et al. 1974). The current model con-
siders only out-the-window peripheral view fields such as
moving clouds or star patterns and specifically excludes
cockpit instrume nt readings or structures such as recogniz-
able landmarks. In several specific cases, discussed later
on , a visual horizon reference has been included. In gen-
eral , however , static visual orientation references are not
considered.

11
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Although movement in the peripheral visual field may
not immediately cause the sensation of self-motion , the
f ie ld  motion is detected almost immediately by the eye a f te r
only a short neural transmission delay. Dynamics of the
visual sensors , there fore , have been modeled as unity and
dynamics associated with onset of the self-motion sensation
are ascribed to higher centers. This represents a revision
of the visual model presented in the interim report (Borah,
Young and Curry , 1977) in which the approximately first
order dynamics of visually induced motion were included in
the visual sensor model. It has since been found that the
central processor model is sufficient to produce the nec-
essary perceptual response dynamics , and it is felt to be
more reasonable to attribute such dynamics to the central
processor . Figure 2.5 shows visual sensor models consist-
ing of unity dynamics with saturation and threshold non-
linearities.

Tactile and proprioceptive contributions to motion
perception are not nearly as well defined as are the visual
and vestibular elements. Figure 2.6 shows a simple tactile
receptor model proposed as an initial attempt to consider
“seat-of-the-pants” sensation during aircraft or simulator
flight. The model uses as a single “lead-lag ” transfer
function to represent the major characteristics of three
distinct mechanoreceptors : rapidly adapting Pacinian cor-
puscles usually found in subcutaneous tissue , and more
slowly adapting type I and type II cutaneous receptors
(Lowenstein , 1971; Iggo and Muir, 1969; Chambers et al,
1972). Several such tactile model elements will be used to
consider forces applied to various areas of the body . The
current model version uses two elements, one representing
the seat pan and another representing the backrest.

Although proprioceptive sensation involves numerous
muscle length, muscle tension , and joint position receptors ,
the initial multi—sensory model considers only muscle
spindle (length sensor) response to lateral gravito—inertial
force on the head-neck system. The head-neck system, which
may be thought of as an inverted pendulum that is balanced
on the body trunk with the aid of neck muscles , provides a
very important spatial orientation cue and, among applicable
propr ioceptive mechan isms , lends itself to the most straight
forward modeling. Figure 2.7, adapted from Gum (1973),
represents an initial attempt to include proprioception in
the multi-sensory model and will probably be refined and
expanded as more experimental data become available.

A more detailed development of the individual sensory
system models can be foun d in the interim report (Borah ,
Young and Curry , 1977).
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2 . 2  Central Processor Model

The central processor, representing central nervous
system function , is modeled as an optimal estimator which
weights each information channel according to certain
a priori assumptions. To assign optimal weights , the pro-
cessor must have knowledge of the sensor dynamics , the
expected stimulus spectrum, and the noise in each sensor
measurement. This set of assumptions is referred to as the
Internal Model since it repre sents the system ’ s know ledge
about i t se l f .  If these assumptions include l ineari ty,
stationarity, and white Gaussian noise processes , the opti-
mal linear estimator reduces to the well known steady state
Kalman filter , and weights or “Kalman gains” can be chosen
to minimi ze rms error of the estimate . Although the biolog-
ical system is certainly far  more complex, our approach has

• been to start with relatively straightforward Kalman filter
blending and increase the model complexity only as it proves

• necessary .

Two FORTRAN IV computer programs have been written to
implement the model: a “ Kalma n f i l te r  parameter ” program
to calculate gains for a steady-state Kalman filter , and
a “Time History” program to calculate time response of the
model to deterministic st imuli .  Figure 2 . 8  shows a
schematic view of the computer model employing a linear - •

f i l ter  alone as central processor. After  optimal gains are
set , time domain stimuli corresponding to a i rcraf t  or simu-
lator motion are processed by individual sensor models
(which may include non-linearities) and fed to the steady-
state Kalman f i l ter .  The f i l ter , in turn , estima tes state

• variables corresponding to perception of inertial state and
spatial orientation . A more detailed schematic of the time
history model , with visual and vestibular components , is
presented in Figure 2.9, and the method used for digital
implementation is presented in Appendix B. The “internal
model” used to calculate Kalman f i l ter gain s is described
in the next section.

- •
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Figure 2.8  Motion and orientation perception model
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3.0 INTERNAL MODEL

The a priori  assumptions a t t r ibuted to the central pro-
cessor are embodied in an “internal model” which is used
only to calculate optimum Kalman f i l t e r  gains . Optimal
gains  are calculated by solving a well known set of mat r ix
equations which were specified in the interim report (Borah ,
Young and Curry , 1977) and which are reproduced in Appendix
A of this report. Any change in the internal  model pro-
duces a change in Kalman filter gains and results in an
alteration of central processor model behaviour . Since the
proper or logica l values fo r  some internal  mode l parame ters
such as the input and measurement noise spectra are
essent ia l ly  unknown , there is considerable leeway for
adjusting model response in the framework described. All
internal model quantities are represented in the he ad f i xed
coordinate sys tem diagramed in Figure 3.1.

3.1 Internal Model Structure

Figure 3.2 shows the current internal model used to
create a filter which considers both visual and vestibular
information. White noise 

~~rot~ 
passes through a second

order filter , with breakpoint 
~~rot ’ to generate angular

velocity (w). Angular velocity is thus mathematically spec-
i f i ed  as a random process wi th  a known bandwidth and rms
value . Stated another way , the system does not know pre-
cisely what the angular velocity stimulus will be , but is
expecting a certain spectrum. White noise is processed
by a f i rs t -order  f i lt e r , w i th  breakpoint 

~
8tran~ 

to generate
t rans la tory  acceleration (acc) , and w and acc are both
passed through f i r s t  order lTl ters with long time constants
to approximate orientation angle (y) and translatory
velocity (vel)  respectively. The integrations are “ approxi-
mate ” because pure integration of white noise leads to
i n f i n i t e  covariance and makes Kalman gain calculation rnore
d i f f i cu l t .  Semicircular  canals are assumed , by the inter-
nal mo de l , to be driven by angular  acceleration and otol i ths
b y speci f ic  force as are the actua l mechanisms . The visua l
system , on the other hand , is modeled as responding to
angular  and t ranslat ional  velocity since people seem to
most readily interpret  moving peripheral fields in terms
of ve locity . In each case , sensor dynamics consist of the
l inear  part  of the models reviewed in section 2 . 0  and thus
the central  processor is assumed to have f a i r l y  accurate
knowledge of sensor funct ion . Measurement noise is speci-
fied as a noise/signal rat io (~~~) which is mult i pl ied by
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signal variance (cY
~
2
) to form noise power spectral density .

Proprioceptive and tactile information is considered by
using specific force channels in the internal model to drive
the linear tactile and proprioceptive sensor dynamics dis-
cussed in section 2.0. Vestibular-tactile and vestibular-
proprioceptive interactions have been tested in a prelimin-
ary way , using filters based on the internal model shown in
Figure 3.3. Figure 3.4 shows an internal model that has
been used to consider a visual horizon reference in addition
to homogeneous field velocity.

The specific W , 8, and p parameters used to generate
the time responses presented later in this report are listed
in Appendix C.

3.2 Input Spectra and Measurement Noise

There is no clear theoretical means for specifying the
input spectrum. Perhaps it should be a typical spectrum
associated with walking and running or perhaps a typical
average a i rcraft  f l ight  spectrum , however , neither of the
above is well known . In the case of a non—naive person
(i.e., active pilot), the expected input spectrum probably
changes continually to ma tch the particular maneuver being
initiated, as is discussed further in section 6 .0 .  To f ind
the stationary process that will y ield the best results for
the steady-state model, a nominal spectrum was gradually
changed and adjusted to bring responses closer and closer to
observed human response.

The most logical way to specify measurement noise migh t
be to assume that the central processor has accurate know-
ledge of the noise associated with the information from each
sensor ; however, neurophysiological research has not yet
unambiguously defined these values. Measurement noise
ratios , as well as input spectra , have there fore been
“tuned” to their present value. The system is quite sensi-
tive to changes in both measurement noise and input spectrum
and fur ther  tuning is expected to result in additional
improvement.

3.3 Consideration of Sensor Threshold Effects

The interim report ( 1977) discusses use of random in-
put describing functions (RIDF5) to approximate threshold
effects in the internal model and thereby allow the Kalma n
f i l ter  to accoun t for these ef fec ts  in its estimates. A
random input describing function is a linear gain which
replaces the non-linearity and is chosen to minimize the
mean squared error of the approximation . For a threshold
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non-linearity, it is a function of threshold value and the
expected rms input to the threshold. * Current ly ,  input
variances specified in the internal model are much larger
than the respective threshold values , and optimal RIDF
gain is very close to unity . In other words, if the signal
is expected to be well above threshold most of the time , the
near—optima l linear approximation is to simply ignore the
threshold. For this reason , random input describing func-
tions have not been used, although a program to calculate
these functions has been written and is available for use
in the model if desired.

3.4 Decoupling of Internal Model Channels

It  can be seen in Figure 3.2 that the three channels ,
each representing an orthogonal axis, are completely in-
dependent. The large system represented by Figure 3.2 can
therefore be equivalently represente d by a set of three
smaller systems . If motions which involve only one of the
three channels are to be considered (for  instance , motions
which only involve yaw rotation, or motions which only in-
volve pitch plane motion) the appropriate channel can be
decoupled and used by itself , saving a considerable amount
of computer time and reducing computer storage requirements .
Many of the responses discussed in section 4.0 were obtained
in this way.

* Calculation of these functions as applied to the multi-
sensory model is described in section 4.3.1.3 of the interim
report (Borah , Young and Curry , 1977), and a detailed treat-
ment of random input describing functions can be found in
Gelb and Van derVelde ( 1968) .
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4.0 MODEL TIME RESPONSES WITH LINEAR CENTRAL PROCESSOR

The following model responses were obtained using a
steady-state Kalman filter alone as the central processor.
While it is recognized that this is not sufficient to pre-
dict all of the important characteristics of human motion
perception , the steady-state f i l ter alone has been success-
ful  to a surprising degree . Some necessary additions to the
central processor are described in section 5.0.

The responses represent a naive subject who has no
advance knowledge of the stimulus to be received or of the
limits of his vehicle . The active pilot wi th varying skill
levels and operating under d i f fe ren t  workloads is consider-
ed to be an extension of the more basic naive case, and
means for extending the model to the active pilot are dis-
cussed in section 6 . 0 .

• 4.1 Yaw Motion

Figure 4. 1 shows several responses to combined visual
field and platform rotation about the yaw axis.. All curves ,
except the “CV” curve involve an inertial stimulus producing
the semicircular canal. a f fe ren t  response shown in the
figure . The afferent  response curve is the output from the
semicircular canal model and is one of the inputs to the
central processor (see Figure 2 . 9 ) .

When no visual information is present (in dense fog
or in the dark , etc .)  the model angular velocity estimate
(curve labeled RD) shows the well documented adaptation
to continuous ro tation which proved to be such a problem
for pre-instrument—era pilots . It is also significant
that the decay in angular ve locity perception lags behind
that of the semicircular canal affe ren t  response since this
relation has also been observed experimentally.

When wide f ield visual information is present and is
consistent with a physically stab le visual surround, angular

- 
velocity perception is a fairly accurate reflection of true
angular velocity as shown by the curve labeled RL. When
the visual surround is fixed to the rotating platform so
that the visual system always reports zero velocity , the

• curve labeled RFF shows an adapting response similar to
the case of rotation in the dark (RD) , but with a smaller
magnitude and faster adaptation constant. The RFF curve
makes intuitive sense since the visual surround is actively
“ denying ” the presence of motion not jus t fai l ing to provide
information. In most cases, however, experimental observa-
tions h ave not provided enough evidence to clearly distin-
guish between the dark (RD ) and vehicle fixed field ( RFF)
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situations ; and in some cases , RFF appears to be the
stronger response , especially for very low accelerations
in which the oculogyral illusion , present for RFF ,
strengthens the near threshold response.

When the platform is stationary and the visual surround
rotates, as for instance in a fixed-base simulator with a
wide visual field display , the curve labeled CV shows a
gradual onset of angular velocity sensation over a period
of about 10 seconds . This is a classical circularvection
(visually induced rotation) response with one important
exception . The exponential onset of sensation is shown to
begin immediately af ter  the onset of visual field motion
whereas a delay is often observed in human response. The
onset delay appears to be a highly variable and non-linear
phenomenon which cannot be produced by the steady-state
Kalman f i l ter  alone, but has been created with the addition
of a non-linear model elemen t as described in section 5 .0 .

RL , RFF , and CV curves were generated using a steady-
sta te Kalman fil ter derived from the internal model of
Figure 3.2. Since the system does not expect visual infor-

• mat ion during rotation in the dark , Ka].man gains for the RD
curve were calculated by deleting visual channels from
Figure 3.2. An equivalent strategy would be to use an
extremely high visual channel noise ratio in the internal
model.

The rotational stimulus shown in Figure 4.1 was applied
to both visual and vestibular components of the time history
program (see Figure 2 .9)  to produce the RL response , while
the RFF and CV responses were produced by substituting zero
inputs to the visual and vestibular sensors respectively.
( The vestibular sensors cannot be turned off.) In the
case of the RD curve , input to the visual model is irrele-

• vant since the central processor is unaware of visual
information , and so , the visual channel is opened.

Except for the absence of a circularvection onset
delay, the relations between the various curves of Figure
4.1 are quite similar to those observed experimentally .

4 .2 Forward Acceleration

Forward acceleration is detected by the otoliths as an
elongation and rotation of the specific force vector while
the canals continue to signal zero rotation. When visual
information is unavailable (in dense fog or in the dark ,
e t c .) ,  the model predicts an initial translatory acce lera-
tion sensation that is gradually replaced by a pitch-up
illusion, as shown in Figure 4 . 2 .  Stated another way , the
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system assumes that , in the steady-state , specific force
is approximately aligned with gravity. This is qualita-
tively consistent with the well documented pitch illusion
experienced by pilots during aircraft catapult launch.
The steady-state alignment of perce ived “ down ” w ith the
specific force vector is confirmed by a centrifuge exper-
iment performed by Wolfe and Cramer (1970). Centrifuge
simulation of a catapult launch profile by Cohen et al.
(1973), during which subjects attempted to keep a target
at subjective eye level , suggests a time constant of 40-60
seconds for the illusion , and a centrifuge experiment by
Graybiel & Brown (1951) shows a 60 second settling time.
The Wolfe and Cramer (1970) results, on the other hand ,
imply a much more rapid manifestation of the illusion ,
although their experiment was not specifically designed to
study onset dynamics. Additional data would be useful
to more conclusively document the pitch illusion time
course.

When confirming visual information is present in the
form of a moving homogeneous peripheral field , the model
predicts a relatively accurate interpre tation of the
stimulus. If output of the visual sensor is restricted
by a saturation limit (see visual sensor model in Figure
2 . 5 ) ,  the model yields an accurate estimate of the stimu-
lu~ until the visual limit is encountered , at which point
the pitch illusion returns. Both cases, with and without
visual saturation , are shown in Figure 4 .3 .  The visual
cues considered in the above examples contain only velocity
and no steady-state orientation or position information .
If a visual horizon re ference is also included (see
internal model of Figure 3. 4 ) ,  the mode l predicts less
pi tch illusion even after the visual f ield ve locity limit
is exceeded , and thi s is shown in Figure 4 . 4 .  As con- S

fidence in the horizon re ference increases, modeled by
a smaller measurement noise ratio in the internal model,
the predicted pitch illusion diminishes still further.

Figure 4 .5  shows the velocity sensation predicted by
• - the model for all acceleration stimuli so far  discussed.

All responses are as expected except for the case of
• acceleration “in the dark. ” The absence of s igni f icant

steady-state velocity perception is reasonable in this
response since the stimulus is eventually interpreted as
a pitch-up rather than a fo rward acceleration . It  seems
unlikely , however, that the human will  not in i t ia l ly  exper-
ience a signifi cant sensation of increasing velocity if
accelerated under similar conditions . No explicit data
are currently available against which to match this
response but the situation warrants further exploration .
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4 . 3  Linearvection

If the unstructured visual field undergoes a constant
translatory acceleration in the absence of confirming
iner t ia l  cues , the model predicts a gradual acceptance of
the f ie ld  (linearvection) which is sustained unti l  f i e ld
velocity reaches the visual saturation limit. As in the
case of circularvection, this is consistent with observed
human response except for the absence of response delay .
If the visual saturation limit is assumed to be infinite ,
the mode l predicts that visually induced motion sensations
will be sustained and that a pitch-down illusion will
become apparent. Although an i n f i n it e  saturation limit is
unrealistic and this response probably cannot be verified
experimentally , the predicted pitch illusion is very
interesting and quite plausible. An accelerating visual
field has induced a feel ing of constantly increasing
velocity , yet the otoliths signal that specific force is
still in the “ zhd” direction. The contradiction can be
resolved only by assuming a downward pitch angle in com-
bination with the acceleration , to keep specific force
aligned with the head’s vertical axis.

Figure 4 . 6  shows model response to a visual field
velocity step (Figure 4 .6 a )  and a typical subjective mag—
nitude estimation response to the same type of stimulus
(Figure 4.6b) from an experiment performed by Chu (1976).
The model exhibits the same gradual acceptance of visual
field velocity seen in the experimental data . The defic-
iency in the model response is , once again , the lack of an
onset delay , and as in the case of yaw circularvection,
this delay is produced by the confl ict  non-linearity
discussed in section 5 .0 .

4 . 4  Tilt ing Motion

The predominant model response to rotation about a
horizontal axis is a perceived roll and/or pitch motion
with a time course very similar to that of the stimulus.
Figure 4 . 7  shows model response to a pitch-up stimulus
in the absence of visual information , and Figure 4 . 8
shows a response to the same stimulus af ter  a confirming
visual angular ve locity cue has been added. The change in
specific force direction is nearly the same as that pro-
duced by the forward acceleration of Figure 4 . 2 , but the
large ini tial forward acceleration sensation is no longer
present. The semicircular canals (plus viiion in the case
of Figure 4 . 8 )  have now “ told” the system that there has
been a change in orien tation and the stimulus is inter-
preted as such from its onset. Unde r similar conditions,
experimental data indicate that people are able to track
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I

both angular velocity and changes in their orientation with
a fair degree of accuracy. Figures 4 .9  and 4.10 are
examples of subjective orientation angle and angular
ve locity tracking results.

Fi gure s 4.1]. and 4.12 show model response to the same
pitch-up stimulus with a visual horizon reference . In
Figure 4.11 , the visual display represents the true horizon
position , and model pitch estimate is quite accurate , as
is human respon se under similar conditions. In Figure
4.12 , the display is assumed to be fixed to the vehicle so
that it signals a continued upright position in contradic-
tion of inertial t i l t  cues. The steady—state response
shows a visual “frame dependence , ” a tendency to be
influenced by a visual horizontal or vertical reference,
that has also been observed experimentally. Lichtenstein
and Saucer (1972) found that , although the degree of
dependence is highly variable among people, in the steady-
state perceived orientation is often heavily biased towards
a visual attitude reference. The initial pitch-up estimate
in Figure 4.12 is consistent with observations that high
frequency vestibular signals usually supersede visual in-
formation and indicates that a rapid pitch—up cannot be
used to simulate forward acceleration , even with a realis-
tic visual presentation . This has also been the experience
of simulator designers , and washout algorithms usually
ensure that semicircular canal threshold is not exceeded
when using tilt to simulate sustained acceleration . There
are currently no data available to document the time
course by which initial pitch sensation gives way to part-
ial acceptance of the visual reference .

There are two features of model response to pitch and
roll rotation which may be incorrect. Rotation in the
dark should probably create a higher initial t i l t  sensa-
tion , coming closer to the stimulus value , than shown
in Figure 4 . 7 .  This can probably be achieved with
additional tuning of the internal mode l , for example ,
by lowering the expected semicircular canal measurement
noise or by increasing the expected rms rotational input
(V

~ and Wrot respectively in Figure 3 . 2 ) .

Mode l pitch responses are accompanied by secondary
translatory motion sensations (see acceleration perception
curves in Figures 4 . 7 , 4 . 8  and 4.11), which , although
small, are of questionable validity and warrant  fur ther
investigation.
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4 .5  Response to Tactile and Proprioceptive Input

Preliminary exercise of tactile and proprioceptive
model components has yielded responses which appear to be
quite reasonable. Figure 4.13 contains an example of com-
bined vestibular-tactile response to a forward acceleration
signal. When tactile and vestibular cues are confirming,
as they are during a real forward acceleration , the
response is almost identical to that  of the vestibular
system alone . Since both otoliths and tactile sensors
respond to the specific force vector , the tactile system
is adding little new information and the response makes
good intuitive sense. If only the tactile system is stim-
ulated as though a very realistic g-cueing seat is being
used on a stationary platform, the model predicts a sensa-
tion with a similar time course but a reduced magnitude.
This is also logical considering that a nearly zero signal
is being received from the vestibular system contradicting
the tactile cue .

Figure 4.14 shows combined head—neck proprioception
and vestibular model response to a lateral acceleration.
The result is very similar to tactile-vestibular response
and appe ars sensible for the same reasons. Truly meaning-
ful evaluation of tactile and proprioceptive components,
however , will require supportive psychophysical data as
yet unavailable . Some of the experiments suggested in
section 7.0 will enlarge the data base in this area.

4 . 6  Summary of Model Time Responses

The multi-sensory model , using a linear estima tor
alone as central processor, is in good agreement with the
following characteristics of huma n motion perception :

• Decay of yaw velocity sensation during constant
velocity yaw rotation , in the absence of visual cues.

• Re latively accurate yaw velocity sensation in the
presence of confirming visual cues.

• Gradual acceptance of visual f ield rotation velocity
(circularvection ) about a vertical axis , in the

• absence of platform motion.

• Gradual illusion of pitch-up during prolonged or
very large forward acceleration such as commonly
experienced by aircraft carrier pilots during catapult
launch.

• Fairly accurate perception of forward acceleration in
the presence of confirming visual cues.
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• Fairly accurate perception of rol l and pitch orienta-
tion changes so long as all cues are consistent
( i . e . ,  no translatory accelerations or contradictory
visual st imuli)

• Gradual acceptance of visual field translatory
velocity (linearvection) when there is no platform
motion.

• Ve ry accurate orientation perception in the presence
of a correct visual horizon reference.

• Steady-state visual frame dependence (tendency for
steady-state orientation estimate to be biased by
incorrect visual horizon reference) .

The following model predictions, although not directly
contradicted by available data, appear to be unreasonable
and require some further investigation :

• A translatory forward acceleration step “in the dark”
produces the expected acceleration estimate , but a
negligible veloci ty estimate .

• Tilt motions result in a small but puzzling predict-
ion of translatory motion sensation.

C Further tuning of internal model parameters may be
needed to adjust some quantitative results. For instance ,
initial model “perception” of tilting motion may be too
small , especially in the absence of confirming visual cues

5-
- (Figure 4 . 7 ) . This initial tilt estimate can be made

larger by decreasing expected semicircular canal measure-
ment noise and/or increasing the expected rotation channel
input variance, probably without ill effect to other
responses . It should be emphasized~that all of the model
responses are dependent on the choice of internal mode l
input and measurement noise levels, and the input process
spectrum . Steady-state response values can be magnified
or attenuated and response time constants altered by
adjusting these parameters.

The linear estimator cannot be expected to produce
some highly non-linear human response characteristics ,
such as the delay in onset of visually induced motion,
and model additions to account for some of these effec ts
are described in the next section .

Notwi thstanding the need for some further  tuning and —

non-linear additions as discussed above, the linear esti-
mator alone shows good qualitative agreement with a wide
range of human response characteristics.
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5.0 NON-LINEAR ADDITIONS TO THE MODEL

5.1 Cue Conflict Non-Linearity

The onset of visually induced motion sensation has
been observed to occur only after a highly variable delay
which is a function of mental se t, compelling nature of
the display , and stimulus magnitude . For modeling purposes
both a favorable mental set and a compelling display are
assumed . Given these conditions, the onset delay is often
undetectable when visual stimulus magnitudes are near vest-
ibular thresholds and becomes larger as the visual stimulus
exceeds these values. The onset delay also vanishes in
the presence of confirming vestibular cues of sufficient
magn itude .

Figure 5.1 shows a generalized cue conflict scheme
adapted for use with the Kalman f i l te r  estimator from a
conflict model developed by Zacharias and Young (1977).
Visual information is used to estimate expected vestibular
response and then compared to actual vestibular response.
The resultant error signal is rectified ahd passed through
an adaptation operator so that any sustained errors will
eventually be “washed-out.” A switch keeps visual gain
(K) at unity so long as the rectified, “washed-out” error
is small and gradually drops the gain to zero as this
error approaches vestibular threshold value (c) -

Figure 5.2  shows the response of the combined linear
central processor and cue conflict element to a series of
steps in visual field yaw velocity, all beginning at t=0.
Responses now show an onset delay which increases with
stimulus magnitude as found experimentally. The presence
of the conflict non-linearity a f fec t s  only the circular-
vection (CV) response in Figure 4.1. When both the visual
and vestibular systems are stimulated (RL curve of Figure
4.1), the conflict is zero and visual gain (K) remains
unity. In the other two stimulus combinations presented
in Figure 4.1, the visual signal is either zero (rotation
with a vehicle fixed visual surround) or non-existent
(rotation in the dark), and the value of K is, therefore ,
irrelevant.

5.2 Large Angle Correction

The internal model is linearized about a lg upright
orientation. At large tilt angles or during very large
accelerations , errors introduced by the inherent small
angle assumptions appear in the linear filter estimates.
Specifically, static pitch and roll estimates are prop-
ortional to specif ic force along the head x and y axes
( O~ sinO ). Model output can be corrected for large angles ,
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Figure 5.2 Circularvection step response of model with cue
conflict element included . Stimuli are 1.5°/see,
5°/see, and 15°/sec steps in visual field yaw
velocity beginning at t~0.
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however , by using the filter estimate to adj ust pitch
and roll angles .

5 .3  Saccule Non—Lineari

Certain illusory e f fec t s  associated with static orien-
tation in d i f fe rent  specific force environments have long
been recognized and classified as Aubert, Muller, and
Elevator Illusion Effects. The Aubert effect describes
a typical underestimation of tilt angle in a ig or less
than ig environment; the Muller effect refers to a charac-
teristic overestimation of tilt angle in a greater than lg
environment; and Elevator illusion is a pitch-up sensation
that often accompanies increased 

~~~~~~~~ 
A more detailed

description of these effects can be found in Ormsby (1974).
Ormsby (1974) has shown that these effects can be generated
by assuming that the non-linear function of Figure 5.3
operates on saccular otolith information , and the saccule
non-linearity has, therefore, been included in the computer
model as shown in Figure 5.4. Since it is in the otolith
afferent pathway at the “ junction ” between the otolith
model and the central processor model , it may be considered
to be part of either.

As the model is exercised more thoroughly and as more
experimental data become available , it may be necessary to
further increase the complexity of the central processor
model in order to obtain a more precise match with certain
observed human responses. Our philosophy , however, is to
retain the optimal estimator concept to the greatest
degree possible.
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6.0 ACTIVE PILOT

Perception is dramatically affected by mental set,
and prior knowledge or expectancy of motion will certainly
influence motion perception. If the multi-sensory model
is to represent an active pilot as opposed to a passive
naive subject, it must be extended to consider the predict-
ive information available to the pilot. Some ideas for
such extension are presented in this section .

6.1 Input Spectrum

A skilled pilot may be presumed to have an accurate
expectation of the input spectrum associated with the
maneuver being initiated. One modeling approach , there-
fore , is to assume that the central processor has correct
knowledge of the input spectrum for a specific maneuver
or portion of a maneuver. The Kalman gains to be used
during this maneuver segment can be calculated using that
specific spectrum . Since a changing input spectrum does
contradict the steady-state assumption , it might be
necessary to use a time-varying Kalman filter in place of
the steady-state verison.

Figure s 6.1 and 6.2 show preliminary tests of the
above technique using both a steady-state and time-varying
filter. (See figure 6.3). The stimuli are a yaw acceler-
ation impulse and step, respectively, with only vestibular
sensors considered (“in the dark”). Figure 6.1 can , there-
fore , be directly compared to the “RD ” curve of Figure 4.1.
Since the central processor is now “anticipating ” or
“expecting ” the proper stimulus spectrum , it should make
fairly accurate estimates. The response curves all have
the proper slope, but orientation angle estimates have a
large initial bias apparently due to large gains which may
be correct in the steady-state but may not be appropriate
immediately a f t e r  st imulus onset. A t ime-varying f i l t er
should adjust gains appropriately at each sampling interval
and , in fac t, preliminary tests with a non-steady state
approach have been encouraging . When a filter with time-
varying gains is used in the above two examples (see
Appendix D for specific filter formulation) the initial
biases described above are no longer present , and the
filter does make more accurate estimates , especially in
position (see Figures 6.lb and 6.2c) . Furthermore, when
the internal model input spectrum is this accurate , the
time-varying filter is extremely “robust” showing very
little sensitivity to changes in measurement noise .

It must be recognized that even an active and
experienced pilot probably does not experience sensations
as accurate as thes’~ filter responses , and to be more 
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Figure 6.1 Model response to yaw acceleration impulse (velocity
step) in the dark, using Internal Model with wide band
Lngular acceleration input approximating that of a
random impulse
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Figure 6.2 Model response to yaw angular acceleration step (velocity

ramp), in the dark , using internal model with angular
acceleration spectrum approximating that of a step (ifs).
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F i g u re  6. 3 I n t e r n a l  mode l used to  de r ive  b o t h  s t e a d y — s t a t e

and t i n u ~.v a r v i n g  Ka l man f i l t e r s  in  f i gures  6.1

and 6. 2.  1’u r t h e  ~i i~~~~ &~ I e r a t  ion impu  I se responses

of f i g u r e  6.1 , B~~~~I 000 . a p p r o x i m a t i n g  a w i d e  h~ind

rand om i m p u l s e  s p e - t r u m .  For t h e  act ’ e l e r . t t i o n

s t e p  res poiist’s of f i g u re  6 .2 , B= .00 l to approx i -

mate  t h e  s pe e t r u m  of a s t ep .  I n t e g r a t i o n  is

approximated by first o’~ cr filters with long time

constants (1/c).
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realistic it is probably necessary to assume a less
accurate expectation of stimulus spectrum . Implementation
of a time-varying filter , as specified in Appendix D, is
well known and certainly feasible, but more cumbersome
than the steady-state version in terms of programmIng
complexi ty and computer time requirements.

6 . 2  Control Stick Position

A second approach is to incorporate control stick
position as an additional input to the Kalma n f i l t e r.  A
skil led pilot knows that a given adjustment of aircraft
controls results in a certain change in a i rc raf t  state ,
and thus knowledge of control input becomes data for the
central processor as shown in Figure 6.4. A pilot with
less skil l  might have less confidence in the stick position
measure as reflected in a larger expected measurement noise
(Vstick )? or may rely on a less accurate internal model of
aircraft dynamics. If the pilot is extremely busy, side
tasks presumably siphon nervous system attention from
sensor motion cue signals, making the system less sensi-
tive to these signals. The decreased sensitivity can be
expressed in the Kalman filter model by increasing the
expected sensory measurement noise values.
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7.0 E XPER IMENTAL PROGRAM

The required data concerning receptor physiology and
sensory interaction are by no means complete. Additional
data in the following areas would be extremely helpful to
modeling e f f o r t s  arid in many cases would also be directly
applicable to design of motion cue hardware and drive
algorithms .

• Data needed to help valida te or modify the central
processor model:

Psychophysical data are needed to determine human
perception of several motion cue situations that
commonly occur in aircraft but rarely elsewhere.
It would be extremely useful to have data concerning
orientation and angular velocity perception during
coordinated maneuvers (maneuvers in which angular
velocity is not accompanied by a confirming change
in specific force direction), and during sustained
accelerations.
Experiments are needed to clarify the situations under
which tactile stimuli are interpreted as motion or
orientation cues. In particular , subjective magnitude
estimates of acceleration during different c~’mbina- 9

tions of g-cueing seat stimulation and real platform p
.
-

motion would be very helpful. Such data would be
directly applicable to g-cueing seat development as 5-

well as to the modeling effort.
In the area of visually induced motion , data are
needed to determine the amount of confirming plat-
form motion and/or tactile stimulation required to
produce immediate and sustained visually induced
motion sensations. In addition to their use for
model validation , these data would be directly applic-
able to specification of platform motion requirements
in wide field visual simulators.
Most motion threshold figures currently available
represent optimal detection conditions and may be
unrealistic for application to a busy pilot perform-
ing demanding tasks in a noisy aircraft or simulator.
Experiments are needed to clarify the effect of work-
load , pilot skil l , and masking vibration so that
effective thresholds can be properly incorporated in
perception models and applied to simulation problems.
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• Da ta needed to validate or modify individual sensor
models:

‘• There are currently very few data available to
support the head-neck proprioception model described
in this report. Measurements of dynamic head dis-
placement under lateral and longitudinal gravito-
inertial force , as well as electro-physiological
measurements of head-neck system response during such
stimuli would be a great aid .
The tactile cue processing model currently employed is
based primarily on data generated from neural record-
ings or vibro-tactile threshold measures in which
small area stimuli were applied to the forearm or
hand. Threshold and sensitivity to broad area tactile
stimulation over the back and buttocks need to be
investigated so that the tactile model component can
be improved and expanded .

• Data to determine the proper stimulus input to the
model:

The relation between aircraft motion and body-seat
pressure currently is not well known, yet is very
important to the modeling effort since it forms the
input to the tactile component of the multi-sensory
model. Studies of dynamic body—seat pressure dis-
tribution in response to changes in gravito-inertial
force , especially during typical aircraft maneuvers,
will be a great aid both in modeling and in develop-
ment of g-cueing seat drive algorithms.

Several specific experiments have been proposed to
address some of the needs listed above and are described
in the following sections. Preparations are currently
underway for two of these experiments (flight experiment
and minimum platform motion experiment) and a third
(vibration masking ef fect  experiment) is in progress.

7.1 Flight E~p~riment to Study Motion Perception and
Motion Cue Environment

It has been proposed that the Air Force Total In-
Flight Simulation (TIFS) be used to gather psychophysical
motion perception data and to simultaneously study several
aspects of the motion cue environment during standardized
maneuvers. The maneuvers, which include coordinated turns , —

“roller coaster motions ,” and sustained longitudinal
accelerations, are designed to emphasize stimuli which
cannot be adequately represented in existing motion-based
simulators. Measurements will be made of perceived direc-
tion of vertical and magnitude estimates of roll rate and

L - 
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translatory acceleration using a special indicator and
employing an otherwise passive subject. The dynamics
of seat pan and backrest pressure distribution for both
the pilot and passive subject will be measured with a set
of pressure transducers sewn into or laid over the seats.
Video tape recordings of the pilot’s and passive subject’s
head positions with respect to the cockpit will, be made
for later analysis and neck muscle activity will also be
measured using EMG electrodes. Full documentation of the
aircraft’s specific forces, angular rates and Euler angles
will be obtained from an on-board inertial system.

The subjective spatial orientation and subjective
angular velocity results will be used for validating or
improving response of the model’s central processor.
Head motion and head EMG data will be useful for validat-
ing the head—neck proprioception model component since one
state of this model corresponds to head position and
another to neck muscle activity , and will also be used to
study the difference between the passive subject and active
pilot response. In addition , this part ot the experiment
may provide some of the data base needed for development
of g-cueing devices that apply force to the head-neck
system. Body—seat force measurements will be used to
determine proper input to the tactile model, to serve as
a partial data base for development of g-cueing seat
algorithms , and to study the differences between active
pilots and passively moved subjects by noticing differences
in tactile stimuli due to anticipatory body tensing , etc.

7.2 Vibration Masking Effect Experiment

The NASA Man Carrying Rotation Device (MCRD), because
of its capacity for smooth rotation , is ideally suited for
study of yaw acceleration threshold and time-to-detect as
a function of masking vibration frequency and ampli tude.
Such an experiment has been planned with Mr. John Stewart
and implemented at NASA-Ames Research Center. Complete
experimental plans called for four to six d i f fe ren t
acceleration levels combined with masking vibration at
two different amplitudes and with four different frequency
spectra. A peak threshold level of .3 to .5 degrees~sec’ and an above threshold level of 1-2 degrees/sec’ were
the planned vibration amplitudes. The frequency spectra
were tentatively chosen as 5, 2 and .6 Hz sine waves as
well as one pseudo-random signal with frequency content
in the 5 to .6 Hz range. An initial simplified protocol
has been run at Ames Research Center. Although the
experiment is still in progress, preliminary results in- 

- 

-

dicate that thresholds may be affected by pseudo-random
signal vibrations but might not be affected by pure - 

-

sinusoidal vibration .
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Results from this experiment will be used to help set
realistic threshold values in the multi-sensory model and
may be directly applicable to design of simulator “wash-
out” algorithms ; for instance , if threshold can be raised
briefly by superimposed air craf t noise, this might permit
the system to be driven closer to its limi ts employing
more abrupt washout decelerations .

7.3  Minimum Platform Motion Experiment

The following experiment is suggested for implementa-
tion on a moving-based simulator with wide field visual
display capability:

• Using one motion axis at a time (for instance , yaw
motion) apply a truncated ramp in visual field
velocity.

• Apply platform acceleration doublets of varying mag-
nitude in conjunction with the visual stimuli as
shown in Figure 7 1.

• Ask subjects to control the needle position of a
calibrated meter to continually estimate their per- - 

-

ceived velocity relative to some standard or modulus .
• Before each successive trial , adjust the magnitude

of the platform acceleration doublet, according to a
double staircase algorithm , to find the minimum plat-
form displacement for immediate and sustained vection.
“ Immediate ” may be defined as the time to respond
to completely confirming platform and visual motions
of equal magnitude. “Sustained” may be defined as a
deviation of less than 

~~ 
from the “immediate ”

response.
• Repeat the experiment with g-cueing seat stimulation

added.

Dr. David Quam , University of Dayton , is currently
incorporating a similar protocol in an experimental pro-
gram on the Air Force Flight Dynamics Laboratory , Large
Amplitude Multi-Mode Aerospace Research System (LAMARS) on
Air Force Contract F336l5-77-C-0080. Stimuli used in the
experiment will subsequently be used to drive the multi-
sensory model , and model central processor responses can
thus be compared to experimental magnitude estimation data.
Results from the experiment may also be directly applied
to determination of simulator platform motion requirements.

5- 
7 .4  G-Cueing Seat Experiment

The g—cueing seat permits variation of body-seat
pressure distribution and is therefore an ideal tool for
studying the way in which tactile stimuli are interpreted
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Fi gure 7.1 Visual field motion with platform motion onset cue .
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as motion cues. The following experiment is suggested to
create a preliminary data base in this area:

• Use the body—seat pressure sensing device , previously
suggested for use in the flight experiment, to measure
dynamic pressure distribution created by g-seat
stimuli with and without platform motion.

• Adjust g-seat drive logic to obtain the best match
with data from the previously described flight exper-
iment.

• Simulate a sustained , translatory acceleration on a
moving base simulator using base motion alone, g—seat
cueing alone , and combined base and g-seat cueing.

• During some runs, ask subjects to continuously track
perceived earth vertical using an instrumented pointer
device.

• During other runs, ask subjects to continuously
estimate acceleration (or velocity) magnitude , as
compared to some reference or standard , by controlling
the needle of a zero centered meter.

Since perception is heavily influenced by mental set ,
the subject must be in an environment where motion is
believed to be possible. Therefore, it is important that
platform motion alone, g-seat cueing alone, and combined
g-seat and platform motions all take place on the same
device and during the same experimental sessions. Results
from the above experiment will be useful as a data base
for validation of tactile-vestibular cue blending by
the multi—sensory model central processor , and in addition ,
the results may provide some insights into optimal design
of g-cueing seat drive algorithms.

7.5 Characteristics of Vibro-Tactile Sensation on the Back
and Buttocks

The following experiment is suggested to provide a
data base for tactile sensor system modeling:

• Construct a seat with a portion of the seat pan and
seat back “ cut—out ”

• Construct a controlled force vibra tor , wi th inter-
changeable contactors of varying surface area, to
operate through the cut-out portions of the seat.
• Find the subjective threshold to tactile stii~uli

as a function of frequency, contactor sur face area,
and body placement of the contactor . This can be
accomplished by varying one parameter at a time and
using the double staircase technique to approach the
threshold from above and below.
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• Use a subjective magnitude estimation technique to
determine sensation intensity as a function of fre-
quency,  contactor surface area, and placement of
contactor . 
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8.0 CONCLUSION

A multi—sensory motion perception mode l has been
developed using an optimal estimation approach to the
integration of multiple sensory inputs. Although the
biological system is far more complex than the linear
estimator used in the model, the linear estimator alone
has proven capable of exhibiting correct, qualitative
human response characteristics to a surprising degree.
Some highly non-linear characteristics such, as the well-
documented delay in onset of visually induced motion, are
not produced by the linear central processor but can be
generated by adding non-linear elements to the central
processor model.

It is felt that additional improvement and extension
of the multi-sensory model is possible with further
development work, including representation of the active
pilot; however , additional experimental data in certain
areas are badly needed to support such effort. In its
eventual application , the model will be useful in object-
ively predicting motion cue requirements for ground simu-
lation , and developing drive algorithms to produce the
highest simulator fidelity under given hardware limitations.
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APPENDIX A

STEADY-STATE KALMAN FILTER GAIN CALCULATION

The entire internal model of Figure 3.2 can be
expressed in state vector form as:

= A x + E w
(A.l)

~~ = C x + v

where

vel

acc

= 
State vector of

— w 
- dimension nx

xnx

A system matrix of dimension nx by nx
E input matrix of dimension nx by nw

output vector (representing a f f e rent
signals) of dimension ny

C E output observation matrix of dimen-
s ion ny by nx

W white process noise vector of dimen-
sion nw
white measurement noise vector of dimen-
sion ny

nx E number of state variables
nw number of white noise inputs

n umber of output observations
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Note that 
~~~~

, w , vel , and acc (see Figure 3.2) must appear
as state variables since the estimates of these states
will represent the perceptual quantities desired. Tie
remaining state var iables need not have any phys ical sig-
ni ficance.

Optimal steady-state Kalman filter gains are determined
from the model of Equation A.l by solving the following
matrix equations.

1. Covariance of state (X).

X is the solution of the linear matrix equation.

X = 0 = A X + XA ’ + E Q E’ (A.2)

where Q power spectral density of W

2. Covariance of observation (Y).

~~ = c x c ’ (A .3)

3. Power spectra l density of measurement noise (R)

R
~~

. =0 (i~ j )
J (A.4)

R.. = p . Y..
ii i ii

4. Error Covariance of the Kalman filter (P).

P is the solution of the Matrix Riccati equation.

P = 0 = A P + P A’ + E Q E ’ - P C’ R 1 C P (A.5)

5. Covariance of the Kalman filter estimate (XH).

X H = X - P  (A.6)

6. Steady-state Kalman filter gain matrix (GK)

GK = P C’ R 1 (A.7)

7. Filter system matrix (F)

F = (A - GK C) ( A . 8 )

Note that the “ratio ” , p, in equation A.4 , relates noise
power spectral den sity to signal variance and , therefore,
has units of seconds.
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A.l Linear Matrix Equation Solution

The linear matrix equation is solved using a FORTRAN IV
subroutine listed in Sandell and Athans (1974). The
equation :

0 = G’ X + X G + Cl (A.9)

where G = A ’

is solved numerically by computing the series

2~~~1 2k—l
Xk 

= (F’) Xk,,l F + Xk l
; k l ,2 , . . .  (A.l O)

where F = 2 (t G - 1) l 
+ ~

L X0 
= 2t (t  G’ _ I ) 1 Cl ( t G — I)~~L 

t = mm U ,  -4n/t race(g) }

The convergence test is

(X
k
)
ij 

— (X k_ l )ij I TOL * (X
k

) ii (A . l l)

— 
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A . 2  Riccati Equation Solution

The Ricatti equation is also solved with a subroutine
from Sandell and Athans (1974).

0 G’ P + P G + Cl + P C2 P (A.l2)

where G = A ’

is solved by repeatedly solving the linear equation

0 = (G - C2 P ) ‘  P + P (G - C2 P ) + C3 (A.13)n— l n n n—l

where C3 = Cl + 

~n-l 
C2 

~n-l

P0 is chosen to numerically solve

p = {J T e ’Gt C2 e~~
’t dt} 1 (A.l4)
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APPENDIX B

TIME RESPONSE CALCULATION

Once the optimal Kalman gains have been calculated
the f i l ter  can be implemented by sat isfying

A

~c = F x + G k 1 ( B .l )

are afferent signals received by the filter and x.
are the f i l ter ’s estimates of internal model states.1

The linear portion of each sensor model can be rep-
resented in state variable form as

x = A x + B u
(B.2)

Z = C ~~

where x = sensor state vector
B = sensor input matrix
U = deterministic stimulus

= af ferent  response
C = sensor output matrix

Equation B.2 can be implemented on a computer by the dis-
crete formulation

x( t )  = ~(~ t) x(t—t~t) + DM(t~t) u(t) (B.3)

= e~ ~~ ( B . . 4 ) *

DM = { f ~~~t~~(~~) dv }B ( 8 . 5 )

* For a square matrix A , the matrix exponential is defined
as: 

A2 A 3
eA I + A + ~~ +

~~~~~~~
! 5 -+
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This formulation assumes that u ( t )  is approximated by
a series of ~T duration steps .

-
- The filter (equation B.l) is implemented on the

computer in a similar fashion by the relation

x ( t )  = 4
~F

(Eit) x (t—~ t) + DM
F

(
~~~~

t) ~~~~(t )  (3 . 6 )

= e~
’ ~~ (B . 7)

DM~ = { f  L~t~~ ( v)  d v}  GK (B . 8)

• 

‘H

-
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APPENDIX C

INTERN AL MODEL PARAMETERS AND E XAMPLE
OF STEADY-STATE KALMAN FILTER CONSTRUCTION

C.l Internal Model Parameters Used to Generate Time
Responses In Section 4 . 0

(Re fe r to Figures 3.2 , 3.3 and 3 .4 )

The elements of the vectors shown below correspond to
xhd , yhd, and zhd axes (see Figure 3.1). The input noise
power-density spectrum (Q) is actually a square matrix whose
off—diagonal  elements (cross—power spectral densities) are
zero . Only the non-zero , diagonal elements are given below ,
in vector form. The tactile sensor noise ratio (Pt) is
shown with only two elements (corre sponding to xhd and zhd
axes), since the model currently considers on ly one tactile
signal from the seat-pan and one from the backrest. The
current proprioceptive model considers only lateral head- 5-

neck motion, and therefore, has only a ~jhd component.

INPUT PROCESS, WH ITE NOISE POWER SPECTRAL DENSITY

[3x l0~l
I 4 1 —

~rot 
= x lO~~ = power spectral density of Wrot

L3 X 1OJ

F0 .5
~tran = J0.5 power spectral density of 

~tran
L ° 5

INPUT PROCESS BAN DWIDTH

F120
~rot = 1120

L200

12 0

~ tran = 1 2 . 0

[2 .0

L 77 
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MEASUREMENT NOISE RATIOS

(Noise Power Spectral Density)/(Signal Variance)

1T0005 1
= I .0005f

L.OO1J
[.0011

= 1.001 1
[.oolJ

[.01 r .ol r.oil
-2vis. rot . I~~01 2vis. tran. (01 .Evis. hor. ( .01 1

[.003 [.01 [.01]

r.ooil
P
~ 

= 1
[001

= .001

C.2 Example: Construction of Filter Used to Model Visual-
Vestibular Interaction During Yaw Motion

For the following example, the yaw channel has been
decoupled from the diagram of Figure 3.2 (as described in
section 3.4), and the resulting internal model is shown in
Figure C.l Semicircular canal dynamics and input process
dynamics have been expanded to show all of the State van-
ables , but are equivalent to the transfer functions in
Figure 3.2. The A , C, and E matricies used below are deter-
mined directly from the diagram of Figure C.l. 

~ro~ ’ ~c’and 
~~~~ rot. are the zhd axis values (third elements of

the respective vectors) listed in section C.l.
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x = A x + E W

= .001 1.0 0 0 0 x1

X
3 

: . :E+5 :. : :: +~~~~ 0 1.0 0 0]

= 0 0 1.0 0 1.0 x4 -

~C
5 

= 0 0 1.0 — .0033 — .1333 x5 (c.1)

= C +

[
~‘1 r 0 0 .5724 .0019 57 .171  x

1 [ v1

— [~2J L 
0 1.0 0 0 0 ] x

2 L v2

x3

x
4

(C. 2)

1= [0011

L~is. rotj 
(C .3)

~rot 
= 3 x 10~ (C.4)

After solving equations A.2 through A.8 as described in
Appendix A ,

[‘
~~399E— 2 .79iZ’l

I .9024 50.99 I
GK I 863.2 3523. I (C.5)

I — .1638E— 2 .5451J

{~ ,.9027 50.9fl
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.001 .2086 .2284E—2 — . 761 fl~~— 5  . 2 . ~~81

0 —50.99 .4835 .1722 1-:— 2 —51.59

0 — .4752E+5 —894.1 1,647 — .4935E+5
F — 

0 — .5451 .9378E— 3 — . 3126E—5 1.094

0 —50.91 .4833 — .1611E-- 2 —51.74

— 
(C.6)

The filter is employed in the time domain , as described
in Appendix B , by sa t isf ying

x F i + y

“

l j

x
3 

= F + (‘.K (c,7)

- - -

where are the filter ’s estimates of internal model states
(xi), and y1 and y2 are time domain , yaw axis , outputs of
the semicircular canal and visual f i e l d  rotation models
respective . (See section 2.1 for descriptions of the indiv-
idual sensor models). If the visual-vestibular cue conflict
non-linearity is to be used , the vision model output (y2) ispre—processed , as descr U ~d in section 5.1 , before being
used in equation C . 7 .

The digital implementation of equation C.7, as
described in Appendix B , employs a transition matrix (Ir’F)
and driving matrix (DMF) which are functions of the chosen
iteration interval (At) . The values shown in equation C.8
are for an interation interval of 1 second. H
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~ (t) = 
~~~~~~~~~~~~ 

~ (t — 1sec) + DMF (lsec) ~~~ (t)

.999 .8402E—3 .3257E—5 — .19E—5 .4637E— 3 ~1(t—lsec)

x2 (t )  0 .4570 .1861E—6 .1621E—2 — .4568 22(t—lsec)

~~~
3
(t) 0 1.733 .7090E—6 .7348E—2 —1.733 ~3

(t—lsec)

~c4 (t) 0 — .7647 .2339E—5 .9987 .7674 ~4(c—1sec)

0 — .4 344 — . 1769E— 6 — .1529E—2 .4343 ~5(t—lsec)

— .9638E—5 .8686
.9 12 1E—2 ~~~~~~~~~~~~ r 1i y (t)~

+ . 386E— 1 —31 .77 1 ( C . 8 )
.3 156E—2 .6656 L .J
.8802E—2 .3003

Although equation C.8 updates the entire state vector 5- .

estimate, the elements of interest are 
~l 

and 
~2 

since

these represent perception of angular position (y) and
angular velocity (

~
) respectively.

82

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~ 

_ _ _ _ _ _ _



- - - - - —--5- -- - -

- 5 -

APPENDIX D

DISCRE TE , TIME — VARYING KALMAN FILTER

Given an internal model of the form

x = A x + E w  (D . l )

where w and y are unbiased white noise processes with
power spectral densities Q and R, respectively, assume
that observations (

~
) are available only at discrete

times t , wheren

tn = tn_l + 1~t n = 1, 2, 3, 4...

( D . 2 )

If an estimate , x 1, is available for time t 1, the
error covaniance at time t

n l just prior to the measure-
ment, can be computed as

P (-) = 

~ ~~~~~~ ~ 
+ (D.3)

where ~~~~e
Mt

-l = covariance of the process noisen sequence ,

P _ i (+) = error covariance at time tn_ l in 
just after the measurement 

5-

~~~~~ 
can be used to calculate an optimal gain matrix

GK~ = P~~(-) C’{C ~
‘n~~

’
~ 

C’ + R 1  (D.4)

where R~ = covariance of the meas. noise sequence , V
n
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The optimal least-mean-squared error state estimate at
time t~ is given by

= ‘
~ 
sn-i + GK 

~~n 
- c c

~ ~n-1
1 ( D . 5 )

where i is the current set of observations or measurements .

The error covaniance can be updated to account for the
current observation by the equation

= (I_GK
nC) P (-) (D.6)

The filter is implemented by choosing initial values

~~~ 
P~ (+), and GK0, representing time to, and sequentially

employing equations D.3 through D.6 every time the estimate
is to be updated by At. In the case of the sensory mech-
anism model, is the set of sensor signals at time t~ .

In the examples cited in section 6.1, it was assumed
that the input spectrum and expected process noise intensi-
ty are constant over the maneuver segment being considered; —

so that A, Q, and ~ are constant. Observation noise inten-
sity (R), however , was reset, at each sample , to be prop—
ortional to the square of the observation. This filter
may also be implemented with time-varying system dynamics
and noise intensities. p

For the multi-sensory model application , At is not
intended to represent a neural or biological sampling - 5-

rate, but is only a convenient iteration interval for our
simulation . We must be ablE. to adjust this interval with-
out affecting the performance (at least over frequencies
that are lower than the sampling frequency). To accom-
plish this, at each iteration (n) , diagonal elements of
measurement and observation noise covariance matricies
were chosen as follows:

Q = QAtn (D.7)
R = py~/At

where Q is the corresponding diagonal element of the
power-spectral-density matrix , y is the corresponding
observation (afferent signal) at~time t , and p is a
constant. Off—diagonal  elements are ze~ o.
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The time—varying--gain filter responses shown in figures
6.1 and 6.2 were generated using the internal model of
figure 6.3 with appropriate values of input bandwidth (8)
and power-spectral density (Q). For the acceleration step ,

Q = 28a,-~ (D.8)

with ~ r~.001 to approximate the spectrum of a step function
in cz. For the acceleration impulse , or step in angular
velocity ,

2 1 , l
a = 

~~~~
-.-- — ‘çpç—JQ (D.9)

U) 
82— c 2 2c

A wideband (impulse-like) spectrum for angular accel-
eration will be obtained when 8~ l000, c~ .00l. Therefore,

Q 2 c 8
2 a~~ = 2000 a~ (D.10)

The above development allows the a priori determina-
tion of the model parameters. For example , if subjects are
experiencing acceleration steps of magnitude ~~~~~ , then

= (a*)2 would be the best value to use. Such accurate
information about the stimulus and environment may be some-
what unrealistic unless the subject is well practiced and!
or has active control of the stimulus.

The initial covariance of the Kalman filter, P0(+),
was assumed to be zero; and the noise/signal “ratio” (p)
was set to .001. Variations in p and P0(+) had little
effect on the time-varying—filter results shown in figures
6.1 and 6.2.

aovEuIMc~~ P~INTIN~ OcF$I: 1979- 671-056/111 85

- -5 - —  -~~~ — ~~~~~~~~~~~~~~~ -~~~~~~~— -——-  .4-— -S
~~~~~~~ ’~~~~~~~~~— ~~~~~~~~~~~~~~~~~~~~~ - — i — —  ~~~. ~~~~~~~~~~~~ 

— —


